
Open Server Platform Requires Shifts 
in Hardware and Software
The biggest strength of the software-defined vehicle is that it evolves. A vehicle leaves 
the factory with a certain set of capabilities, but the OEM is able to leverage usage 
data and expand those capabilities over the vehicle’s full life cycle through over-the-air 
updates, enabling it to deliver better driving performance, improve the in-cabin user 
experience (UX), and otherwise make an aging vehicle feel new every day.

Hardware, however, does not evolve. Historically, once the vehicle left the factory, the 
hardware remained the same. 

This dichotomy eventually presents a challenge to the software-defined vehicle. While 
centralizing and serverizing compute can be a cost-effective solution for sharing 
workloads, reallocating resources and extending its usefulness, at some point, the 
compute hardware will be too outdated to take on new software features that require 
faster processing, more memory or greater storage capacity. 

OEMs can address these limitations with the right software and hardware architecture 
— one that not only has the flexibility to dynamically reallocate resources in real time, 
but also allows physical upgrades to just the specific compute components that need 
it the most, well into the future. Done right, the approach will also help them create 
independent software and hardware ecosystems while greatly extending the life of their 
vehicles.
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BRAIN SURGERY 

We often think of the compute in a vehicle as 
its “brain.” After all, just as a human brain takes 
in information and acts based on that input, 
the vehicle’s compute platform takes in data 
from sensors and other outside sources and 
makes decisions about what to do and what to 
communicate.

A human brain, however, changes and grows over 
time. Babies grow into children, and children grow 
into adults. As their brains physically change, they 
become capable of greater understanding and 
more complex reasoning.

In contrast, computers are static, with defined 
processing limits. As software developers create 
ever more sophisticated and capable applications, 
they push those limits until it is necessary to 
move to the next generation of hardware to 
enable the functions they create.

OEMs can address these limitations with the right software and hardware 
architecture — one that not only has the flexibility to dynamically 
reallocate resources in real time, but also allows physical upgrades to just 
the specific compute components that need it the most, well into the 
future. Done right, the approach will also help them create independent 
software and hardware ecosystems while greatly extending the life of their 
vehicles.

In the automotive world, newer hardware could 
also become necessary to meet evolving 
safety regulations or to ensure that the vehicle 
continues to employ the latest cybersecurity 
measures.

Consumers are used to this upgrade cycle 
in other contexts. In the mobile phone world, 
for example, many people upgrade to a new 
device every two to three years, in part to 
obtain a processor that can adequately support 
the latest apps, functions and cybersecurity 
protections. A key difference, of course, is 
that the expense of replacing an entire phone 
is much less than that of replacing an entire 
vehicle. A vehicle also is obviously far more 
complex, with hundreds of devices distributed 
throughout, which are increasingly connected 
to a central compute unit.
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Hardware architecture

The solution in automotive is to structure the 
software and hardware architecture so that 
OEMs can upgrade just the compute needed to 
execute higher-level functions.

On the hardware side, OEMs are already moving 
to a zonal architecture, where many of the 
devices in the vehicle connect to their closest 
zone controller, which in turn aggregates data 
from those devices and communicates with a 
central vehicle controller (CVC). In addition to 
working with the zone controllers to handle all 
data communication protocols and signaling 
with the devices, the CVC handles body 
control functions, data storage, vehicle access, 
communication with the outside world, and 
potentially propulsion and chassis control.

In other words, the CVC and zone controllers 
manage all of the lower-level functions 
necessary to run a vehicle. This architecture 
allows higher-level functions to be supported 

by a separate compute platform: the open server 
platform, or OSP. 

The OSP is the brain of the vehicle, performing 
functions that require complex and data-intensive 
compute capabilities, usually related to advanced 
driver-assistance systems (ADAS) or in-cabin 
UX. It might actually be more precise to say that 
the OSP is the cerebrum while the CVC is the 
cerebellum, or “small brain,” because the CVC 
translates directives coming from the OSP into 
actions carried out by the vehicle.

Separating the two architecturally makes a 
lot of sense. The lower-level functions and 
communication with vehicle input/output do 
not change much over the life of a vehicle. But 
higher-level functions are continuously evolving 
as developers solve for more use cases or 
create more innovative UX features. Higher-level 
functions also require more powerful processing, 
more memory and a graphics processing unit.

Separate and Unequal
Different vehicle software domains have different needs, so the hardware architecture must be 

designed to best accommodate those differences. That means running functions either on the central 
vehicle controller (CVC) or the open server platform (OSP), as appropriate.
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Software architecture

The software architecture must also be structured 
appropriately to support the separation. The 
key factors are abstraction and interface 
standardization — that is, presenting a standard, 
consistent interface to higher levels of software 
so that those higher levels do not have to be 
concerned with the details of how the lower levels 
work.

At the lowest level is the device abstraction layer, 
or DAL. Devices include everything from sensors 
(such as radars, cameras and thermal sensors) 
to actuators (such as seat controls, door locks 
and window lifters). The zone controllers handle 
all direct communication with devices, and the 
DAL presents a standard set of application 
programming interfaces (APIs) through 
microservices to higher levels of software for 
control and diagnostics. 

For example, the higher-level software could 
request through a DAL API that a window be 
lowered, without having to know how to talk to the 
window lifter motor; instead, the zone controller 
would format the appropriate signal through a 
Local Interconnect Network bus and send that to 
the window motor. Even sensor data streaming 
would be standardized.

The next level is the vehicle abstraction layer, 
or VAL, which abstracts the more complex body 
control functions managed by the CVC. High-level 
software would interact with VAL APIs to get data 
or take actions.

To continue the window-lifter example, abstraction 
at the VAL level could include a service that 
manages all aspects of window operation, 
including user controls, the window lifter motor 
and so on. Say the in-cabin UX function received 
a request from a user via the infotainment system 
to lower all the windows by 50 percent. The UX 
software would send a command to the window 

service with those instructions, which would then 
send individual commands to the DAL APIs for the 
window lifters on each of the four windows for the 
duration necessary to lower the windows by 50 
percent.

Containerization

Another important piece of the software 
architecture is containerization. Software 
containers package together all of the files and 
libraries with the application that needs them, 
making the code relatively independent from its 
host environment. This approach helps to create 
a service-oriented architecture where individual 
services, each tied to its own container, can be 
updated individually without affecting other 
software. 

Containerization also helps disconnect software 
development from the hardware it runs on. 
That means that containerized services could 
potentially be moved from one compute platform 
to another. It also means that containerized 
applications are not tied to the hardware they run 
on, so the hardware that comprises an OSP could 
be changed — from one system-on-a-chip to 
another, for example.

Software containers package 
together all of the files and 
libraries with the application 
that needs them, making the 
code relatively independent 
from its host environment.

OPEN SERVER PLATFORM

4



Layers of Abstraction
Each device in the architecture uses software abstraction to enable higher levels of functionality. 

Power Data Center (PDC) zone controllers handle communications with devices and present a Device 
Abstraction Layer (DAL) to the central vehicle controller (CVC), which in turn presents more complex 

functions to applications running on the open server platform (OSP).
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A FLIPPED SCRIPT

With those major architectural elements in place, 
the OSP becomes swappable. The hardware is 
structured so that the higher-level functions 
are isolated on the OSP. The software is 
structured so that any applications on the OSP 
communicate to the vehicle through standard 
interfaces. And software containerization 
abstracts the applications’ access to compute 
on the OSP. As the OSP ages and becomes 
unable to run the latest applications or receive 
the latest operating system updates, the owner 
can take it to a dealership to exchange it for 
a newer and more capable OSP — without 
disturbing the rest of the vehicle architecture. 

The ramifications go well beyond the OSP, 
however. Taken together, these factors enable 
independent software and hardware ecosystems.

•	 Machine ecosystems: The hardware can be 
developed and certified independently of any 
application software. Performance can be 
characterized by standard benchmarks such 
as processing speed and memory capacity. 
Development cycles can be 18 months or 
less.

When a vehicle is built with these hardware and software foundational 
elements, the way is clear for realizing the true potential of software-
defined vehicles, ensuring that they have the most up-to-date capabilities 
for years to come. 

•	 Device ecosystems: All devices in the 
vehicle will combine proprietary hardware and 
software but will be aligned to a standard API. 
They will connect via standard buses. Their 
development will not be connected to any 
particular machine or application.

•	 Application ecosystems: Containerized 
applications can move from one hardware 
platform to another without a software 
change. Standard UX and ADAS stacks with 
well-defined APIs can help scale. And all 
applications can be developed in a cloud 
environment.

Because these ecosystems are independent, 
vendor lock-in becomes obsolete. Devices, 
applications and machines can all be replaced 
without disturbing the other ecosystems.

Having swappable OSPs also allows OEMs to 
easily differentiate among models or trim levels. 
Two models with the same devices and CVC could 
have different ADAS or UX capabilities, just by 
connecting different OSPs with hardware that 
correlates with their software capabilities.
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THE VIEW FROM SVA™

Aptiv’s Smart Vehicle Architecture™ technologies 
take all of these factors into account as they lay 
the groundwork for future enhancements. 

From a hardware perspective, our OSP modules 
can be designed to either stand alone or install 
directly atop a CVC, with a liquid cooling plate 
between them to keep temperatures down. The 
configuration further optimizes hardware cost 
and makes the OSPs easy to swap out when an 
upgrade is needed. 

Automotive Ethernet and PCI Express connect 
the OSPs to the CVC. Current versions of ADAS-
focused compute solutions connect directly to 
some sensors, but future versions will route all 
of those sensor connections through the zone 
controllers and CVC. However, some UX-focused 
OSP implementations may continue to connect 
directly to high-definition displays to support 
their high bandwidth requirements within the cost 
constraints of the architecture.

Built for Exchangeability
Ideally, open server platform (OSP) modules should be designed so that a technician can 

easily change them out when an upgrade becomes necessary.
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From a software perspective, we are moving 
toward signal-to-service abstraction, and our 
acquisition of Wind River gives us access to 
its VxWorks® real-time operating system and 
support for Open Container Initiative-compliant 
containers in safety-critical environments. 

As SVA™ technologies evolve, our approach 
will provide for the fail-operational redundancy 
needed for Level 3 and above automated 
driving. With the flexibility that comes from 
containerization, applications can move from one 
OSP to a second OSP for redundancy, which the 
OSP modules installed atop the CVC are ideally 
suited to support.

When a vehicle is built with these hardware and 
software foundational elements, the way is clear 
for realizing the true potential of software-
defined vehicles by ensuring that they have the 
most up-to-date capabilities for years to come.
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